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Abstract

Image de-noising and restoration represent basic problems in
image processing with many different applications including
engineering, reconstruction of missing data during their trans-
mission and enhancement of biomedical structures as well.
This problem occurs also in filling-in blocks of missing or cor-
rupted data. The paper presents the use of Wavelet transform
in this area including its application for image decomposition
and rejection of its components at first. The main part of the
paper is then devoted to methods of restoration of missing im-
age blocks by the search of similar structures of a given image
in the Wavelet domain space and comparison of this approach
with iterated Wavelet interpolation and predictive image mod-
elling. Proposed methods are verified for simulated images and
then applied for processing of magnetic resonance images.

1 Introduction

Wavelet transform (WT) represents a general tool for decom-
position and reconstruction of multi-dimensional signals for
their analysis, resolution enhancement and further processing
[5, 8, 10, 11]. The first part of the paper is devoted to the sum-
mary of basic properties of Wavelet functions both in analyt-
ical and recurrent forms for signal decomposition and perfect
reconstruction.

The subsequent part of the paper presents algorithms for sig-
nal and image decomposition enabling the following signal de-
noising into selected levels using either global or local thresh-
old limits [11].

The main part of the paper is devoted to the use of Wavelet
transform for restoration of missing image blocks [4, 9, 14] by
the search of similar structures using block features in the time-
scale space. Results if this method are then compared with
that achieved by iterated Wavelet interpolation method [3] and
autoregressive forward and backward prediction by image rows
and columns [1, 2, 6].

2 Wavelet transform in signal processing

Signal Wavelet decomposition using Wavelet transform pro-
vides an alternative to the short-time Fourier transform (STFT)
for signal analysis [5, 11] resulting in signal decomposition into
two-dimensional functions of time and scale. The main benefit
of the WT over the STFT is in its multi-resolution time-scale
analysis ability.

Wavelet functions used for signal analysis are derived from the
initial function� ��� forming basis for the set of functions
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for discrete parameters of dilation� � �� and translation
� � � ��. Wavelet dilation closely related to its spectrum
compression enables local and global signal analysis. An ex-
ample of an analytically defined Wavelet function is presented
in Fig. 1.
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Figure 1: Fundamental Shanon Wavelet function derived from
the initial (mother) function defined by the analytical relation
� ��������� ���� 	
��� � ������� ���� and the effect of its
dilation to its spectrum compression

Wavelet functions can be defined either in the analytical form
or by solution of dilation equations. In the case of Daubechies
Wavelet functions [5] with four coefficients, the initial Wavelet
function is defined by solution of equation
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where
��� is the Scaling function. Coefficients of this relation
are chosen carefully in order to generate Wavelets with special
properties. The basic dilation equation has the form
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The solution of this dilation equation can be obtained by the
iterative algorithm evaluating
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for � � �� �� � � � (see Fig. 2) until
���� becomes close to

������ in a selected norm. It is possible to start from a box
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Figure 2: Recurrent solution of dilation equations

function
���� � � for � � �
� �� and
���� � 
 elsewhere.
Scaling and Wavelet functions must satisfy several conditions
to enable perfect signal reconstruction - conservation of area
condition, accuracy and the orthogonality condition [5].

Coefficients of Wavelet transform can be evaluated using
Mallat decomposition tree presented in Fig. 3 for the two-
dimensional case and the first level of decomposition. At first
each column of the image matrix is convolved with the high-
pass half-band filter (Wavelet function) and the complementary
low-pass half-band filter (Scaling function) followed by down-
sampling. Then the same process is applied to all rows of the
image matrix. Each step of the image decomposition results
in four image matrices with the number of rows and columns
reduced to the half of that of the original matrix.
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Figure 3: Image Wavelet decomposition tree using column
and row two-dimensional signal decomposition with downsam-
pling in each stage followed by image reconstruction

The result of one step image decomposition for a simulated
image is presented in Fig. 4. One step of the discrete Wavelet
transform decomposition of an image��
��� provides coef-
ficients���� that can be ordered in one row vector containing
column representation of 4 subimage in each decomposition
level.
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Figure 4: Process of simulated image decomposition present-
ing (a) original image,(b) its pixel representation,(c) the low
pass image component after the image Wavelet decomposition,
(d) the first level of image decomposition, and(e) Wavelet co-
efficients of the original image divided into groups correspond-
ing with image decomposition components

Coefficients���� evaluated in image decomposition stage can
be used for image analysis, feature extraction, image denoising,
restoration or compression.

The basic metod used for Wavelet signal processing is often
based upon global or local Wavelet coefficient thresholding,
filtering or modification before the following signal reconstruc-
tion. The thresholding process assume estimation of appropri-
ate threshold limits [12] and the resulting algorithm includes

� Signal decomposition using a selected Wavelet function
up to the given level and evaluation of Wavelet transform
coefficients�	�������

���

� The choice of threshold limitsÆ for each decomposi-
tion level and modification of its coefficients for� �

� �� � � � � ��� using for instance the soft thresholding for
evaluation of values
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�
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� Signal reconstruction from modified Wavelet transform
coefficients

Results of this process depend on the proper choice of Wavelet
functions and the selection of threshold limits.



3 Image restoration
There are many possibilities of filling-in missing or corrupted
image blocks. The goal of this study is in the analysis of two
methods based upon Wavelet transform to perform this task and
comparison of results with a selected linear predictive method.

(i) The algorithm of image Subregions Feature Extraction and
Classification (SFEC) stands for the first method. It oper-
ates with the corrupted block of a two-dimensional signal and
searches for a similar block within the whole image to replace
corrupted parts of the image by its subregion having the clos-
est boundary components. This search has been applied to the
magnetic resonance (MR) image after its Wavelet decompo-
sition (see Fig. 5) to find the most significant missing block
boundary features. The pixels around the defect are used as an
evidence of the probable structure of unknown pixels and are
used for extraction and classification of image subregions.

Resulting algorithm consists of the following steps:

� Extraction of corrupted image boundary features

� The search of the similar structure using the sliding win-
dow of the same size as as the corrupted image block

� Selection of the block with the closest features and re-
placement of the corrupted block

1 

2 

3 

Figure 5: The first stage of the MR image decomposition by
Wavelet transform according to Fig. 3 of size���� ��� pixels
with the corrupted part (black) and its closest regions

To find similar structures a sliding block of the same size as the
defect region is taken and moved through the image. At each
position, except for ones where the sliding block overlaps the
defect, the two rows and columns of pixels around the border of
the sliding block are placed in a vector�. The reference vector
� contains two rows and columns of pixels around the border
of the defect block. Then it is possible to calculate the mean
square error between the two border vectors
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where� is the number of pixels in each vector. The block or
blocks of an image which have the lowest border-pixels mean

square error�� are the most similar blocks of the two dimen-
sional signal signal.

An alternative for the similarity estimation represented by the
mean square error between two matrices of pixel values of se-
lected parts of an image is defined by relation
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where�� and�� are the��� matrices representing selected
image parts.

���
��� 1st block 2nd block 3rd block

�� 0.7168 0.7389 0.7474
�� 1.8136 1.9377 1.9461

Table 1: Values of�� and�� for three most similar blocks of
the MR image to its corrupted part

Table 1 shows the�� values for the three most similar blocks to
the selected one of the chosen magnetic resonance (MR) image.
The first block has the lowest value of�� and therefore it is
taken as the most similar. The second one represents the next
best fit etc. The calculation of the�� values, which are also
shown in Table 1, indicate that the SFEC method is justified
since the values of�� and�� show similar trends.

Using the algorithm described above the corrupted part of the
MR image can be restored. The most similar part to the cor-
rupted one is found using the�� values after the Wavelet trans-
form decomposition of the original image. The best results
are obtained by searching for similar parts in the first level of
Wavelet decomposition. The result is presented in Fig. 5. This
level contains the most energy of the original signal.

The components of the decomposed image are then recon-
structed. The defect region is replaced by the block that has
the lowest value of��. The result of the restoration of the
corrupted part is presented in Fig. 6. The surrounding of the
corrupted block is the closest to the surrounding of the most
similar one.

 (a) MAGNETIC RESONANCE IMAGE

 (b) CORRUPTED SUBIMAGE

 (c) RECONSTRUCTION

Figure 6: Magnetic resonance image reconstruction presenting
(a) the original image with its corrupted part and the suggested
similar region using Wavelet decomposition,(b) detail part of
regions of interest, and(c) reconstructed image component
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Figure 7: Iterated wavelet interpolation

(ii) The Iterated Wavelet Interpolation Method (IWIM) stands
for the second method that can be used for interpolation inside
corrupted image regions as presented in Fig. 7. This method
assumes localization of corrupted image regions at first and it
consists of the following iteration steps:

� Image Wavelet decomposition into a selected level and
thresholding of resulting coefficients

� Image reconstruction and transformation of the resulting
image to preserve image values outside its corrupted re-
gions creating the new image for the further iteration step

(iii) The Predictive Image Modelling (PIM) described in [2, 6]
forms another method for image blocks reconstruction using an
autoregressive method. Fig. 8 presents a part of real magnetic
resonance image of the human brain, the same signal with an
artifact and signal after its reconstruction using the following
algorithmic steps:

� Estimation of autoregressive parameters for signal predic-
tion in each image row using image values to the left and
to the right of the corrupted block boundary

� Estimation of autoregressive parameters for signal predic-
tion in each image column using image values to the top
and to the bottom of the corrupted block boundary

� Prediction of each pixel inside the corrupted image block
using for models described in the previous steps and aver-
aging of resulting values

(a)                                                 (b)                                                 (c)

Figure 8: Results of real image restoration using predictive im-
age modelling including(a) original image,(b) image with its
corrupted part, and(c) image after reconstruction

4 Results

The paper describes selected ways of the Wavelet transform ap-
plication to image blocks reconstruction and their comparison
with a simple autoregressive method.

Fig. 9 presents selected results of a real magnetic resonance im-
age processing by various methods described above using the
same corrupted image area including a sharp edge in this case.
The goal of such a comparison is in the study of possibilities to
restore image artifacts [7].

 (0) Corrupted Image  (1) SFEC

 (2) IWIM  (3) PIM

Figure 9: Corrupted image and results of its restoration by
(1) SFEC - Subregions Feature Extraction and Classification
method, (2) IWIM - Iterated Wavelet Interpolation Method, and
(3) PIM - Predictive Image Modelling

Numerical comparison of the same image region processing is
presented in Table 2. Results in Table 2 present the����
(peak signal-to-noise ratio) between two images (in decibels)
and the sum of squared errors (���) for methods described
above. ���� is commonly used to measure the difference
between two images using the��� as the root mean square
difference between two images for evaluation of

���� � �
 � ����
������� (8)
where� is the largest possible value of the signal.

Each method has its advantages for restoration of specific im-
age artifacts and replacement of image missing parts and Ta-
ble 2 should be looked upon from this point of view on-
ly [7, 14]. Each two dimensional signal requires a different
method for its processing according to its features.

Corrupted Image Recovered Image
PSNR [dB] SSE PSNR [dB] SSE

1 SFEC 52.50 0.0552
2 IWIM 44.28 8.5528 53.30 0.0526
3 PIM 52.83 0.0532

Table 2: Comparison of image restoration for magnetic reso-
nance subimage processing corresponding to results and meth-
ods presented in Fig 9



Methods presented above were moreover compared with fur-
ther simple methods presented in [6, 7] including

1. Bilinear Interpolation - BLI (linear interpolation both in
the horizontal and in the vertical direction)

2. Triangular Surface Interpolation - TSI (interpolation
based on Delaunay triangulation)

3. Matrix Moving Average - MMA (estimation of image pix-
els as arithmetic means of neighbouring pixels)

These methods were verified for simulated two-dimensional
harmonic signals with additive random components at first. All
methods were then applied for processing of selected real two
dimensional signals representing magnetic resonance images
with different artifacts.

Simple methods based upon a limited region of interest are very
fast and easy to implement but they provide good results for
restoration of low-frequency component only. In the case we
need higher frequency image restoration it is useful to apply
more complicated linear, nonlinear or statistical models both in
the original image domain or after the application of the appro-
priate transform functions.

In general it is possible to summarize that methods of image
restoration based upon the Wavelet transform are very pow-
erful with many possibilities of their modifications taking in-
to account specific features of regions of interests and various
methods of their comparison.

5 Conclusion
The paper presents selected algorithms allowing image compo-
nents reconstruction using Wavelet transform features. In the
first case boundary features obtained after image Wavelet trans-
form are used. This approach takes into account the low-pass
image frequency components providing more reliable results
comparing to that using the original image. In the second case
a modified Wavelet denoising algorithm is used for restoration
of image components. General algorithms described in the pa-
per were applied to magnetic resonance images processing.

Wavelet transform becomes a potential very efficient mathe-
matical tool in digital image processing. Although the utiliza-
tion of Wavelet transform is not very easy, methods based on
this tool give very useful and interesting results in many engi-
neering areas.

Further studies will be devoted to more detail analysis of this
approach and its comparison with other nonlinear method-
s [13, 7, 9, 3] of image restoration. These methods include
also Bayesian methods which represent useful tool for high-
frequency image components restoration.
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